# Введение

Последние десятилетия в результате стремительного развития вычислительной техники

Каждый день в мире совершаются миллионы финансовых транзакций. Хоть деньги и частично утратили свой физический, ощущаемый облик, мошенники, желающие их похитить, остались.

В связи с огромным количеством совершаемых транзакций, человеку будет практически нереально анализировать весь этот поток. На помощь ему приходят вычислительные машины, которые в последние годы стремительно развиваются и способны выполнять невероятные по объему и скорости вычисления.

В связи с этим набирает закономерную популярность такая наука как машинное обучение. С помощью предлагаемых ею методов возможно предсказыватьрезультат тех или иных задач.

В данной работе я постараюсь обучить модель, способную отличать мошеннические транзакции от немошеннических.

По соображениям конфиденциальности личных данных, в открытом доступе не имеется наборов реальных финансовых транзакций. Поэтому был выбран набор, созданный синтетически на основе реальных.

## Постановка задачи

## Теоретическая часть

## Графы

## Классификаторы

Классификация  — один из разделов [машинного обучения](http://www.machinelearning.ru/wiki/index.php?title=%D0%9C%D0%B0%D1%88%D0%B8%D0%BD%D0%BD%D0%BE%D0%B5_%D0%BE%D0%B1%D1%83%D1%87%D0%B5%D0%BD%D0%B8%D0%B5), посвященный решению следующей задачи. Имеется множество объектов (ситуаций), разделённых некоторым образом на классы. Задано конечное множество объектов, для которых известно, к каким классам они относятся. Это множество называется [обучающей выборкой](http://www.machinelearning.ru/wiki/index.php?title=%D0%92%D1%8B%D0%B1%D0%BE%D1%80%D0%BA%D0%B0). Классовая принадлежность остальных объектов неизвестна. Требуется построить [алгоритм](http://www.machinelearning.ru/wiki/index.php?title=%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC), способный классифицировать произвольный объект из исходного множества.

Классифицировать объект — значит, указать номер (или наименование класса), к которому относится данный объект.

Классификация объекта — номер или наименование класса, выдаваемый [алгоритмом](http://www.machinelearning.ru/wiki/index.php?title=%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC) классификации в результате его применения к данному конкретному объекту.

Пусть ![](data:image/x-wmf;base64,183GmgAAAAAAAAACwAEDCQAAAADSXQEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAQACCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9f////AAQAAlwEAAAUAAAAJAgAAAAIFAAAAFAKAAVwAHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAWACAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAATV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAQEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1gAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAtACKBQAACgAXFmYiFxZmIrQAigWQz9cABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) — множество описаний объектов, ![](data:image/x-wmf;base64,183GmgAAAAAAAIABwAEDCQAAAABSXgEACQAAAyABAAACAH0AAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAYABCwAAACYGDwAMAE1hdGhUeXBlAAAgABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9AAQAAlwEAAAUAAAAJAgAAAAIFAAAAFAKAAR0AHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAWXmAA30AAAAmBg8A8ABBcHBzTUZDQwEAyQAAAMkAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAQEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1kAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAAtACKBQAACgAZFmbXGRZm17QAigWQz9cABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==) — конечное множество номеров (имён, меток) классов. Существует неизвестная целевая зависимость — отображение ![](data:image/x-wmf;base64,183GmgAAAAAAACAIQAIACQAAAABxVAEACQAAA5UBAAACAIoAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJAAiAICwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///9f////gBwAAFwIAAAUAAAAJAgAAAAIFAAAAFAKAAScBHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAKjoEAYADBQAAABQCgAFjABwAAAD7AkD+AAAAAAAAkAEBAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwJHRAAAAABAAAAC0BAQAEAAAA8AEAAAwAAAAyCgAAAAADAAAAeVhZ/6kCrAOAAwUAAAAUAoABvwQcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAOBgx3Y0FAqGAAAKAAAAAAAp8CR0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAK4AgAOKAAAAJgYPAAoBQXBwc01GQ0MBAOMAAADjAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQEBAAECAgICAAIAAQEBAAMAAQAEAAAKAQACAIN5AAIAgioAAgCCOgACAINYAAIEhpIhrgIAg1kAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBHtACKBQAACgCxFWZHsRVmR7QAigWQz9cABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), значения которой известны только на объектах конечной [обучающей выборки](http://www.machinelearning.ru/wiki/index.php?title=%D0%92%D1%8B%D0%B1%D0%BE%D1%80%D0%BA%D0%B0) ![](data:image/x-wmf;base64,183GmgAAAAAAAKARwAIACQAAAABxTQEACQAAA48CAAACANgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALAAqARCwAAACYGDwAMAE1hdGhUeXBlAABwABIAAAAmBg8AGgD/////AAAQAAAAwP///6////9gEQAAbwIAAAUAAAAJAgAAAAIFAAAAFAJUAm8GHAAAAPsC/f4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAA0AAAAyCgAAAAAEAAAAMSwxLHgAKQHUBQYCBQAAABQC4AE5BBwAAAD7AkD+AAAAAAAAkAEAAAAAAAIAEFRpbWVzIE5ldyBSb21hbgAAAAoAAAAAACnwJHRAAAAABAAAAC0BAQAEAAAA8AEAABgAAAAyCgAAAAALAAAAeygpLC4uLiwoKX0A2QCYA5MAgABwAHAAcACVAHIEkwCAAwUAAAAUAhcBxAEcAAAA+wL9/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8CR0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAG0ABgIFAAAAFAJUAhsNHAAAAPsC/f4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEBAAQAAADwAQAACgAAADIKAAAAAAIAAABtbQ4CBgIFAAAAFALgAVwAHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAQAAADwAQEADwAAADIKAAAAAAUAAABYeHl4eXRsBZoB9gQHAoADBQAAABQC4AELAxwAAAD7AkD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAA4GDHdoASCv4AAAoAAAAAACnwJHRAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAPQCAA9gAAAAmBg8ApQFBcHBzTUZDQwEAfgEAAH4BAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAQEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg1gAAwAcAAALAQEBAAIAg20AAAAKAgSGPQA9AgCCewACAIIoAAIAg3gAAwAbAAALAQACAIgxAAIAgiwAAAEBAAoCAIN5AAMAGwAACwEAAgCIMQAAAQEACgIAgikAAgCCLAACAIIuAAIAgi4AAgCCLgACAIIsAAIAgigAAgCDeAADABsAAAsBAAIAg20AAgCCLAAAAQEACgIAg3kAAwAbAAALAQACAINtAAABAQAKAgCCKQACAIJ9AAAANgoAAAAmBg8ACgD/////AQAAAAAAHAAAAPsCEAAHAAAAAAC8AgAAAMwBAgIiU3lzdGVtAJ+0AIoFAAAKALUXZp+1F2aftACKBZDP1wAEAAAALQEAAAQAAADwAQEAAwAAAAAA). Требуется построить [алгоритм](http://www.machinelearning.ru/wiki/index.php?title=%D0%90%D0%BB%D0%B3%D0%BE%D1%80%D0%B8%D1%82%D0%BC) ![](data:image/x-wmf;base64,183GmgAAAAAAAGAH4AEACQAAAACRWAEACQAAA5IBAAACAIgAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAWAHCwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///8gBwAAtwEAAAUAAAAJAgAAAAIFAAAAFAKAAWABHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAOnmAAwUAAAAUAoABOQAcAAAA+wJA/gAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8CR0QAAAAAQAAAAtAQEABAAAAPABAAAMAAAAMgoAAAAAAwAAAGFYWUUIAqwDgAMFAAAAFAKAAfQDHAAAAPsCQP4AAAAAAACQAQAAAAEAAgAQU3ltYm9sAADgYMd2qhQKxgAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAACueYADiAAAACYGDwAFAUFwcHNNRkNDAQDeAAAA3gAAAERlc2lnbiBTY2llbmNlLCBJbmMuAAUBAAcERFNNVDcAARNXaW5BbGxCYXNpY0NvZGVQYWdlcwARBVRpbWVzIE5ldyBSb21hbgARA1N5bWJvbAARBUNvdXJpZXIgTmV3ABEETVQgRXh0cmEAEgAIIU9Fj0QvQVD0EA9HX0FQ8h8eQVD0FQ9BAPRF9CX0j0JfQQD0EA9DX0EA9I9F9CpfSPSPQQD0EA9A9I9Bf0j0EA9BKl9EX0X0X0X0X0EPDAEBAQABAgICAgACAAEBAQADAAEABAAACgEAAgCDYQACAII6AAIAg1gAAgSGkiGuAgCDWQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQAftACKBQAACgCLFGYfixRmH7QAigWQz9cABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==), способный классифицировать произвольный объект ![](data:image/x-wmf;base64,183GmgAAAAAAAIAE4AEACQAAAABxWwEACQAAA1kBAAACAIMAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADALgAYAECwAAACYGDwAMAE1hdGhUeXBlAAAwABIAAAAmBg8AGgD/////AAAQAAAAwP///9f///9ABAAAtwEAAAUAAAAJAgAAAAIFAAAAFAKAAU4AHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAoAAAAyCgAAAAACAAAAeFiUAoADBQAAABQCgAFLARwAAAD7AkD+AAAAAAAAkAEAAAABAAIAEFN5bWJvbAAA4GDHduIVCpgAAAoAAAAAACnwJHRAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAzgCAA4MAAAAmBg8A+wBBcHBzTUZDQwEA1AAAANQAAABEZXNpZ24gU2NpZW5jZSwgSW5jLgAFAQAHBERTTVQ3AAETV2luQWxsQmFzaWNDb2RlUGFnZXMAEQVUaW1lcyBOZXcgUm9tYW4AEQNTeW1ib2wAEQVDb3VyaWVyIE5ldwARBE1UIEV4dHJhABIACCFPRY9EL0FQ9BAPR19BUPIfHkFQ9BUPQQD0RfQl9I9CX0EA9BAPQ19BAPSPRfQqX0j0j0EA9BAPQPSPQX9I9BAPQSpfRF9F9F9F9F9BDwwBAQEAAQICAgIAAgABAQEAAwABAAQAAAoBAAIAg3gAAgSGCCLOAgCDWAAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBLtACKBQAACgC4FGZLuBRmS7QAigWQz9cABAAAAC0BAAAEAAAA8AEBAAMAAAAAAA==).

### Метод k-ближайших соседей

### Градиентный бустинг

### Дерево решений

Решающими деревьями называется семейство моделей, которые позволяют восстанавливать нелинейные зависимости произвольной сложности. Они воспроизводят логические схемы, позволяющие получить окончательное решение о классификации объекта с помощью ответов на иерархически организованную систему вопросов. Причем вопрос, задаваемый на последующем иерархическом уровне, зависит от ответа, полученного на предыдущем уровне.

Каждой из вершин дерева за исключением листьев соответствует некоторый вопрос, подразумевающий несколько вариантов ответов, соответствующих выходящим ребрам. В зависимости от выбранного варианта ответа осуществляется переход к вершине следующего уровня. Листьям поставлены в соответствие метки, указывающие на отнесение распознаваемого объекта к одному из классов.

Решающее дерево называется бинарным, если каждая внутренняя или корневая вершина инцидентна только двум выходящим рёбрам.

#### Определение решающего дерева

Рассмотрим бинарное дерево, в котором:

* каждой внутренней вершине ν приписана функция (или предикат) ![](data:image/x-wmf;base64,183GmgAAAAAAAOAKoAIBCQAAAABQVgEACQAAAxgCAAACAKQAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAKgAuAKCwAAACYGDwAMAE1hdGhUeXBlAACAABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+gCgAAVwIAAAUAAAAJAgAAAAIFAAAAFAKgATcCHAAAAPsCQP4AAAAAAACQAQAAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAABIAAAAyCgAAAAAHAAAAOnswLDF9O/9/BMQA2QBrAKEA2QCAAwUAAAAUAlYCXgEcAAAA+wJE/wAAAAAAAJABAQAAAAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8CR0QAAAAAQAAAAtAQEABAAAAPABAAAJAAAAMgoAAAAAAQAAAHZ5eAEFAAAAFAKgARgDHAAAAPsCQP4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAQAAADwAQEACQAAADIKAAAAAAEAAABYAIADBQAAABQCoAFAABwAAAD7AkD+AAAAAAAAkAEBAAABAAIAEFN5bWJvbAAA4GDHdhkWCh4AAAoAAAAAACnwJHRAAAAABAAAAC0BAQAEAAAA8AEAAAkAAAAyCgAAAAABAAAAYgCAAwUAAAAUAqABywQcAAAA+wJA/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAOBgx3ZaFwqzAAAKAAAAAAAp8CR0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAK55gAOkAAAAJgYPAD4BQXBwc01GQ0MBABcBAAAXAQAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQEBAAECAgICAAIAAQEBAAMAAQAEAAAKAQACBISyA2IDABsAAAsBAAMAGwAADAEAAgCDdgAAAQEAAAsBAQAKAgCCOgACAINYAAIEhpIhrgIAgnsAAgCIMAACAIIsAAIAiDEAAgCCfQACAII7AAAACgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAzAECAiJTeXN0ZW0AirQAigUAAAoAmBdmipgXZoq0AIoFkM/XAAQAAAAtAQEABAAAAPABAAADAAAAAAA=)
* каждый листовой вершине ν приписан прогноз ![](data:image/x-wmf;base64,183GmgAAAAAAAMAEYAIBCQAAAACwWAEACQAAA5gBAAACAJAAAAAAAAUAAAACAQEAAAAFAAAAAQL///8ABQAAAC4BGQAAAAUAAAALAgAAAAAFAAAADAJgAsAECwAAACYGDwAMAE1hdGhUeXBlAABgABIAAAAmBg8AGgD/////AAAQAAAAwP///7f///+ABAAAFwIAAAUAAAAJAgAAAAIFAAAAFAIUAvoAHAAAAPsC3f4AAAAAAACQAQEAAAAAAgAQVGltZXMgTmV3IFJvbWFuAAAACgAAAAAAKfAkdEAAAAAEAAAALQEAAAkAAAAyCgAAAAABAAAAdtVGAgUAAAAUAqABMQAcAAAA+wIg/gAAAAAAAJABAQAAzAACABBUaW1lcyBOZXcgUm9tYW4AAAAKAAAAAAAp8CR0QAAAAAQAAAAtAQEABAAAAPABAAAKAAAAMgoAAAAAAgAAAPFZCwPAAwUAAAAUAqAB1AEcAAAA+wIg/gAAAAAAAJABAAAAAQACABBTeW1ib2wAAOBgx3avEgrmAAAKAAAAAAAp8CR0QAAAAAQAAAAtAQAABAAAAPABAQAJAAAAMgoAAAAAAQAAAM4AwAOQAAAAJgYPABUBQXBwc01GQ0MBAO4AAADuAAAARGVzaWduIFNjaWVuY2UsIEluYy4ABQEABwREU01UNwAAE1dpbkFsbEJhc2ljQ29kZVBhZ2VzABEFVGltZXMgTmV3IFJvbWFuABEDU3ltYm9sABEFQ291cmllciBOZXcAEQRNVCBFeHRyYQASAAghT0WPRC9BUPQQD0dfQVDyHx5BUPQVD0EA9EX0JfSPQl9BAPQQD0NfQQD0j0X0Kl9I9I9BAPQQD0D0j0F/SPQQD0EqX0RfRfRfRfRfQQ8MAQEBAAECAgICAAIAAQEBAAMAAQAEAAAKAQAJAKACAINBBAoDABsAAAkBoAEAAgCDdgAAAQEACQCgAgSGCCLOAgCDWQAAAAAKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAADMAQICIlN5c3RlbQBmtACKBQAACgBaF2ZmWhdmZrQAigWQz9cABAAAAC0BAQAEAAAA8AEAAAMAAAAAAA==). В случае классификации листу может быть приписан вектор вероятностей.

### Случайный лес

## Практическая часть

## Описание данных

## Предварительный анализ

## Исследование признаков (feature engineering)

## Эксперименты на моделях

## Результаты

## Заключение